Foundations of data science - Solutions to comprehension questions on

classification with k-nearest neighbours

QUESTION 2

k-nearest neighbours assigns data points to k clusters
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QUESTION 3

This and the next question relate to the figure below, which represents imaginary data collected by a bank. Each
data point comprises of the income and assets of a number of previous borrowers, at the time they took out loans
with the bank. The points are labelled with the classes "Loan paid back" and "Loan not paid back". The bank has
used data to train a classifier with a linear decsion boundary. Any points above the decision boundary will be
classified as "Loan paid back" and those below will be classified as "Loan not paid back".
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How many of the training data points are missclassified?




3 bfa.«}hmj d ate- Pa[«\&:ﬁ are Mmis clesg iﬁeal,, arcled belpw .

Assets A Decision boundarﬂ
i N \ y3
-« 0
(X k)ao \\\K 0 o Locn Fd:d ba ck
3o N 0 | = Loan not paid back
NG
Zoo | @ \\\U 0
X \
, (k)
100 A N
X % \\
\
\t \
0 ila ?:I'; /7
Incom e L&K)
QUESTION 4

What is the training error rate of the classifier in the figure above, as a percentage? (Don't type the
percentage sign).
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QUESTION 5
Suppose now we try to construct a better classifier with a straight-line decision boundary. What is the number of

misclassifications made by the best possible classifier?
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QUESTION 6
What is the highest number of misclassification errors on the training set for any classifier with a linear decision
boundary?
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QUESTION 7

How many misclassification errors would you expect a 1-NN classifier to make on the training set? —
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QUESTION 9

Consdier the following subset of some imaginary loan data.
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Suppose a new customer appears who has an income of £30K and assets of £30K. Use Euclidean distance to
order the training data points above from closest to furthest from the new customer.
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QUESTION 10
Suppose we try out k-Nearest Neighbours with different values of k. Match the value of k to the class chosen.

Ve can  use te ordered porns 10 help ws compute R-NN it
Vorous Values of R

_ xcoxfl) g A k:\ R= 4 R= l_:;
B 2 2 N [ N N N
C s 2 s
E & s N 3 N N
A 2 & Jio
D Z 4 [F .
N Mk\‘*'ﬂg 2N, 1[\11
vote s N =2 Npte l:"]e,d, =2 Mcjafitﬂ vote
1S

Hente o clugs €S Fre&u}ed& ate

INN = N
4NN Te
S5NN- P



